Happy Wednesday!

= Assignment 2 due tonight, 11:59pm (midnight)
= Assignment 3 out!
= Quiz 7, Friday, Oct 9t" 6am until Oct 10t 11:59am (noon)

"  PCA and linear regression

Project... what's next?

=  Touch-point 2: deliverables due Mon, Oct 30™, live-event Wed, Nov 2"°
=  Single-slide presentation outlining progress highlights and current challenges
" Three-minute pre-recorded presentation with your progress and current challenges

=  Project midpoint report due Nov 6t 11:59pm (midnight)
" GitHub page with the results you have achieved utilizing unsupervised learning
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Unsupervised learning

" Probability and statistics and information theory
"= Covariance and correlation matrices
"  Entropy and mutual information

"  (Clustering
= K-Means
= DBSCAN
"  Probabilistic (using GMM)
" Hierarchical
"  (Clustering evaluation

" Probability density estimation
" Parametric (exponential, Bernoulli, Gaussian)
" Non-parametric (histograms, kernel density estimation)

= Dimensionality reduction
" Feature selection
" Principal component analysis
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Project midterm report

" Apply unsupervised learning techniques to your data

" Create good visualizations that enable you to understand your data
=  PCA
=  Histograms
" Confusion matrix
=  Heatmaps

»  When appropriate utilize useful metrics to evaluate your work
" External metrics
" |nternal metrics

" Askinsightful questions of your data
= “Do these results | get when applying these techniques make sense with what | understand
about the problem and the data?”
= “I'have 30 classes in my dataset, but when | use the elbow method with K-means clustering |
get 16 clusters instead: what does this mean?”
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Pep talk

Image credit: Tenor
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Lecture 14: Linear regression

Rodrigo Borela » rborelav@gatech.edu

These slides are adapted based on slides from Le Song, Chao Zhang, Yaser Abu-Mostafa, Andrew Zisserman and Mahdi Roozbahani



Outline

= Supervised Learning
" Linear Regression: least squares with normal equations
" Linear Regression: least squares with gradient descent

"  Complementary reading: Bishop PRML — Chapter 1, Section 1.1, Chapter 3, Section 3.1
through 3.2. (Hot tip: check out section Chapter 1, Section 1.2.5)
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Outline

= Supervised Learning
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Supervised learning: overview

Functions F Training data
f: X —-Y {(z;,y;) € X x V}
LEARNING
PREDICTION |
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Supervised learning: two types of tasks

*  Given training data: {(xq, t1 ), X2,t2), ..., Xpn, ty)}

» Learn afunction: f(X): y = f(X)

When vy is discrete: classification When y is continuous: regression
® o
o @0 A A A
® A
L A A A
o0 ® A 1‘11 —1
o © A L AA
X
Class estimation Curve fitting

CS4641B Machine Learning | Fall 2020



Unsupervised vs. supervised learning

"  Example: clustering vs. classification
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Example (1): handwritten digit recognition

" Start with training data, e.g. 6,000 examples of each digit

ol i N\ (/A2
de2dQ92 A5 7
3¢ 7491447046509
el 772\ 714%379
b8y 73 WL94g7

" (Can achieve testing error of 0.4%
"  One of the first commercial and widely used ML systems (for zip codes and checks)
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Example (1): handwritten digit recognition

O /||L]D Y
o712 A

" |mages are 28 X 28 pixels
= Represent input image as a vector x € R”84
" |Learn a classifier f(X) such that,

f:x-1{0,1,2,3,4,5,6,7,8,9}
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Example (Il): spam detection

Google

Gmail -

Inbox [994)
Stamed
Sent Mail
Drafts

Less

Important

in:spam

(= More -

‘-n

Delete all spam messages now (ffessages that have been in Spam mare than

Customer Service

Sherley Rhoda

Customer Service

Healthy Living

Shinimgltd Team

wikiHow Community Team (2)
Freelotto

Good Fella’s

Jason Squires

Bunnings

You stll have product(s) in your basket - Healthy Lrang Lifestyle Pre
From Sherley Rhoda

Activate your favonite videostreaming senice - Your activation code is re
We have added your shopping credits today - Healthy Living & Co |
1% inch wifi Android Q5 tablet pe - SHIMINGLTD Our Alibaba Shop

Congratulations on your article’s first Helpful Votel - Congratulations! A |

Jesse, NOTICE of FORFEITURE - Do not ignore! - REVER miss an

Our wam assigned you to receive our new phone - Good Fella's Auw
Make 2018 your best year yet - Hi there, Hope you're well, and have h
January amivals - Image Congratulations Jesse Eaton! We have a very

= Task is to classify email into spam/non-spam
" Data X bag-of-words vector

"  Requires a learning system as “enemy” keeps innovating
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Regression example (1): apt. rent prediction

"  Suppose you are to move to Atlanta and you want to find the most reasonably priced
apartment satisfying your needs:
square-footage, number of bedrooms, distance to campus

Living area (ft2) | # bedroom Rent ($)

150 1 ?
270 1.5 ?
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Regression example (1): apt. rent prediction

" Features: living area, distance to campus, number of bedrooms
= Denoted as X = [xq, X5, ..., Xp]"

= Target: rent
= Denotedast

= Training set:

X’{_ tl

r t
X=[2|eRN*P gndt=|?%| e RV

X17\1,_ tN
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Regression example (l1): stock price prediction

" Taskis to predict stock price at future date

S&P/TSX COMPOSITE
as of 4-Apr-2008
15000 ¥ 7 7 7 T 7
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Copyright 2008 Yahoo! Inc.
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Outline

* Linear Regression: least squares with normal equations
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Linear regression

"  Assumeyisa linear function of x (features)

y(xX,w) =wy +wyxy + -+ wpxp
= We can extend these using a basis function ¢,,,(X):
M-1
YW =Wy + ) Wi ()
m=1
Or if we pick ¢pg(x) = 1

M-1
YEW) = ) Wb () =W ()
m=0
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What are these basis functions?

0.9
0.8
0.7}
0.6/

0.5
0.4

0.3}
0.2
0.1
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Linear regression

= We assume that the target variable t is given by the sum of the deterministic function
y(X,w) and a random noise €
t=y(XxX,wW)+¢€

" Qur objective is to find the w that minimizes the difference between the target and
predicted values. What would be a good objective function?
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Least squares method

"  Given N datapoints, find w that minimizes the sum-of-squares:

N
LwW) =5 Y (b~ W)’
n=1

" Good old trick: set the gradient of the objective function wrt w to zero:

0L (w) -
= > (ta = W) (2"

n=1

A"

N N
0= E(tnqb(xn)T) —w'! 2 ¢(Xn)¢(xn)T
n=1 n=1

w=(®Td) " 1d’ 't (Normal equations)

Ot = (dTd) b (Moore-Penrose inverse)
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https://en.wikipedia.org/wiki/Linear_least_squares#Derivation_of_the_normal_equations
https://en.wikipedia.org/wiki/Moore%E2%80%93Penrose_inverse

Least squares method

" The design matrix:

bo(X1)  P1(xX1) o Py-1(X1)
d = Qbo(.Xz) ¢1(.X2) (l)M—%(XZ)

¢O(.XN) ¢1(.XN) ¢M—1.(XN) NXM

= |f our basis function ¢p(x,,) just maps the features with a leading 1, the design matrix becomes:

1 X411 = X1p
1 X221 - X2p
b =" : . :
1 An1 = XND/ Nx(D+1)

= |f our basis function is a polynomial ¢.,,,(x) = x™, of degree M — 1 and a data point X,, = x,,
(scalar), the design matrix becomes:
/1 X1 xivl_l\

X M-1
o=|1 *2 7 x

X M-1
Ry
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Least squares method

3 1,500 4
v |5 2,830 8| .., . . . . |
Example: X = 4 2420 6 with simple mapping ¢(x,,) with a leading 1:
3 1,870 4.
1 3 1,500 4
o_|1 5 2830 8
{1 4 2420 6
1,500
2,830 . . "
= Example: X = 5 420 with polynomial ¢,,,(x) = x™, of degree M — 1 = 3.
11,870

/1 1,500 15002 1,500%)
1 2830 2,830% 2,830
1 2,420 2,420% 2,420
\1 1870 1870 1,8703)

NXM
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What is happening in polynomial regression?

X =[0,0.5,1,...,9.5,10]" y(x,w) = wy + wix + wyx?
] >
t = [3,3.4875,3.95,...,7.98,8]7 wo = 3w, = L,w, = —0.5

/

10
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Adding to the feature space

"  We are fitting a D-dimensional hyperplane in a D 4+ 1 dimensional hyperspace (in this example a
2D plane in a 3D space). That hyperplane really is “flat” / “linear” in 3D. It can be seen a non-linear
regression (a curvy line) in our 2D example in fact it is a flat surface in 3D.

" Sothe fact that it is mentioned that the model is linear in parameters, it is shown here

\ | ) ; : 1 FTTTTm
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Adding to the feature space

40°
.
100~
\
//‘l’

/1 0 0
p=1 05 025

\1 10 100/ yys

3.0

2 2 ‘ ~ 13.4875

y = .
B . 8 Iy

TTTTMM  TrrorTmmm TTTrTr1

02468%@ o 2 4 6 8 MB06040290 o 2 4 6 8 10
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Increasing the polynomial degree

from Blshop

1} - M=l '
/ \o | t
t \ |
o o |

N A
. 1
1} 1 f M=9
{ {
y 0
O Ot y
"'l I _I =
0 T I 0 T |
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Which one is better?

= (Can we increase the maximal polynomial degree such that the curve passes through all training

points?
from Bishop
| b /o\o M =0
( y; b
°/ \ o o)
of / -
N &
" i g

0 = 1

OF

0 | :
g () : l
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Least squares method

" |et us assume that our basis function is simply mapping the points in the vector x,, with a leading 1:

w=(dTd) 1Tt

o
Dataset: Xyxp )

— — N = datapoints (instances)

Ol = (D+1)xN N x (D + 1) (D+1)x(D+1)

Not a big matrix because N > D, this matrix is invertible most of the times. If we are VERY unlucky and
columns of ®T® are not linearly independent (it’s not a full rank matrix), then it is not invertible.
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Solving normal equations
w=(&Td) 1dTt

" Pros: asingle-shot algorithm! Easiest to implement.
= Cons: need to compute inverse (T ®d)~1 expensive, numerical issues (e.g. matrix
could be singular, etc.)
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Outline

= Linear Regression: least squares with gradient descent
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Alternative methods for optimization

* The matrix inversion in w = (®T®)"1d "t can be very expensive to compute. Let’s
consider the mean of the sum-of-squares error:

1 2
Lw) == > (tn = wT(x))
n=1
" Calculating the derivative wrt w, we obtain:

oL
) Nz (tn = WTb(x,)) S(x,)"

ow

A

L(w)
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Methods for optimization

=  @Gradient descent
0L(w)
A"

Wa+1) = W@ — @

N
a
> Wren) = W) — Z (tn - W(T)T¢(X‘n)) P (xp)"
n=1

"  Pros: fast-converging, easy to implement
" Cons: need to read all data

" Stochastic gradient descent
0L(w)

A

W) = W) — = W(r41) = W) — b (tn — W(T)T¢(X‘n)) d(x,)"

"  Pros: online, low per-step cost
= Cons: maybe slow-converging
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Stochastic gradient descent: example
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