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Singular value decomposition

▪ 𝐗𝑁×𝐷, N is the number of dataset instances, D is the dimensionality of each 
instance (i.e. the number of features) and 𝐗 is a centered matrix

▪ The singular value decomposition is given by
𝐗 = 𝐔𝚺𝐕T

Where
▪ 𝐔𝑁×𝑁 → 𝑢𝑛𝑖𝑡𝑎𝑟𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 → 𝐔𝐔T = 𝐈
▪ 𝚺𝑁×𝐷 → 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 𝑚𝑎𝑡𝑟𝑖𝑥
▪ 𝐕𝐷×𝐷 → 𝑢𝑛𝑖𝑡𝑎𝑟𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 → 𝐕𝐕T = 𝐈



𝐔 𝚺 𝐕T
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Singular value decomposition
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How to compute this singular value decomposition

https://math.mit.edu/classes/18.095/2016IAP/lec2/SVD_Notes.pdf
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Geometric meaning of SVD

Apply linear transformation to a vector 𝐯 =
1
0

𝐲 = 𝐗𝐯 =
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Replacing with the SVD of 𝐗:

𝐲 = 𝐔𝚺𝐕T𝐯 =
3
4



Image credit: Kevin Binz
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Geometric meaning of SVD
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Geometric meaning of SVD
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Geometric meaning of SVD
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Geometric meaning of SVD
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Geometric meaning of SVD
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Geometric meaning of SVD


